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A B S T R A C T

Low gain avalanche detectors (LGADs) were investigated with transient current technique utilizing 1064 nm
light to determine the effect of ionization density on the measured gain. The ionization density was varied
with laser intensity and width of the beam spot. A model was derived explaining the decrease of gain due
to the polarization of the gain layer, which reduces the electric field. The model was also tested at different
ionization densities for LGADs of different gain layer design.
. Introduction

Low Gain Avalanche Detectors (LGAD) [1] are presently the tech-
ology of choice for track timing detectors in particle physics. A highly
oped p+ layer is implanted between the p-bulk and n-implant (n++-
+-p-p++ structure) leading to a high enough electric field for impact
onization upon application of sufficient bias voltage (see Fig. 1a). Gain
actors typically between 10 and 100 have been obtained. The use of
hin LGADs (few tens μm) with high gain allows for superior timing
esolution of these devices of several tens of ps [2]. The LGADs are
lso gaining interest in other applications such as single particle beam
onitors [3], medical imaging (proton-CT) [4], X-ray imaging [5] etc.

n these applications the ionization pattern is different from that of
he minimum ionizing particle usually encountered in tracking appli-
ations. As shown in micro-beam tests using few MeV protons and
ons the gain is almost completely lost [6,7]. On the other hand,
tudies of minimum ionizing electrons from a beta-source crossing
etectors at even just a small angle already showed improvement in
harge collection in comparison to perpendicular crossing [8]. Also,
ain measured with Transient Current Technique showed a larger gain
han that for beta-electrons, especially at large bias voltages [8].

The above observations can be explained by a ionization pattern of
he different particles or light pulses, which leads to different ionization
ensities. This ranges from thousands e–h pairs/μm3 for protons and
ons to tens e–h pairs/μm3 for minimum ionizing particles, assuming
he ionization is typically contained within a lateral radius of ∼ 1 μm
s given by the Bethe–Bloch calculation. The lateral dimension of the
enerated e–h cloud increases due to multiple-scattering and diffusion
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of the drifting charge, but even for low energy beta electrons in thin
sensors it reaches typically only a few μm.

An external field separates the free carriers, but a large density
of free carriers leads to a field screening effect after multiplication in
the gain layer. That affects the impact ionization, and hence the gain
of the LGADs. The gain of the LGADs thus becomes dependent not
only on the gain layer design, applied voltage and temperature, but
also on the particle that is being detected. It is the purpose of this
paper to establish the relation between gain and density of ionization
and propose a simple model that describes the observed data not only
qualitatively but also quantitatively.

2. Samples and experimental technique

The LGAD and PIN (identical to LGAD, but without p+ implantation)
samples used in the study were produced by HPK.1 The devices, PINs
and LGADs, were single pads of size 1.3×1.3 mm2 with active thickness
of 50 μm. The low resistivity (≈ 0.01 Ωcm) Czochralski substrate was
150 μm thick and was metallized at the back.

Two different gain layer designs (implant depths and doping pro-
files) were used, HPK-T3.1 and HPK-T3.2, with gain layer depletion
voltages 𝑉𝑔𝑙 = 41 V and 𝑉𝑔𝑙 = 55.5 V respectively. The exact gain
layer design parameters are not revealed by the HPK, but HPK-T3.1 has
shallower gain layer depth (𝑥𝑔𝑙 ∼ 1.5 μm) than HPK-T3.2 (𝑥𝑔𝑙 ∼ 2 μm)
with similar implant widths and doping levels.

A device without an implanted gain layer was also used, HPK-PIN,
which otherwise has all the same properties as the LGADs. The high
resistivity epitaxial p-layer (active layer) is depleted at around 5 V,
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Fig. 1. (a) Schematic view of the LGAD (not to scale) indicating the most important design parameters: implant width (iw), gain layer depth 𝑥𝑔𝑙 , and thickness 𝐷. Note that the
implants (n++, p+) are not abrupt, that the low resistivity substrate at the back (p++) is not shown in its full thickness and that the figure is not to scale. (b) Photo of the device
under study. The region used for determining the focus (dotted line) and used for screening studies (dashed line) is indicated. (c) Schematic view of the scanning transient current
setup used in the studies.
resulting in the full depletion voltage of the LGAD of 𝑉𝑓𝑑 ∼ 𝑉𝑔𝑙 + 5
V. The front surface of the devices is mostly not metallized and are
therefore suitable for studies with transient current technique using
light pulses [9]. A photo of the device is shown in Fig. 1b.

The samples were studied with Particulars2 scanning transient cur-
rent technique system shown in Fig. 1c. Electron hole pairs (e–h) were
generated in silicon by ∼ 350 ps (500 Hz repetition) wide pulses of
infra-red light (1064 nm) with penetration depth of ∼ 1 mm at room
temperature. The current induced by the motion of free carriers in the
sensor is measured by a fast trans-impedance amplifier (3 GHz, 53 dB)
and recorded by a fast digitizing circuit [10]. The full translation system
with optics allows to focus the light to about 𝐹𝑊𝐻𝑀 ∼ 10 μm. The
system was equipped with a so called beam-monitor, where the beam is
split into two beams of equal intensity. One branch is used for studying
the sensor and the other is fed to a calibrated photo-diode. The latter is
used to determine the absolute amount of charge injected in the tested
sensor. All the tests were done at room temperature.

3. Measured results

The density of carriers is determined by laser power and spot
size of the light pulse. This gives a unique possibility, which is not
possible with particles, to control the density of carriers and test gain

2 Particulars Ltd., Domžale, Slovenia
2

dependence on free carrier concentration by using different ways of
changing the ionization density. The relative intensity of the laser is
well controlled, but the corresponding amount of carriers created in
the silicon by the laser pulse is usually not precisely known. For the
studies conducted in the paper knowing the absolute amount of charge
is crucial.

3.1. Calibration

In order to correlate the charge generated in the sensor with the one
in the beam-monitor we used 241Am 𝛼-particle source. The emitted 𝛼
particles have energy of 5.486 MeV. Before hitting the sensor they have
to travel through a gold foil covering the source, around 10 mm of
air, and the surface oxide layer/passivation (non-active region) with
effective thickness of around 1-2 μm.3 Taking this into account the
deposited energy in the silicon would be around 4 MeV [11]. The
response from 𝛼-s was measured in a HPK-PIN detector as an average
of 500 hits with a self-trigger level well below the measured induced
current amplitudes. If accounted for the distribution of the angles under
which the 𝛼-s hit the sensor (longer path in the air and passivation), the
average signal corresponds roughly to 106 e–h pairs.

An example of induced currents from 𝛼-particle and IR laser in HPK-
PIN sensor are shown in Fig. 2a, while the induced charge (integral of

3 Not revealed by the producer.
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Fig. 2. (a) Induced current signals in the investigated HPK-PIN device after illumination with IR light pulses and 𝛼 particles from 241Am source. (b) Induced charge dependence
on voltage for the currents shown in (a). The much longer pulse of the photo-diode used for absolute calibration of the laser pulse (Beam Monitor), not shown in (a), is scaled
by 1/20.
a

𝑛

Fig. 3. The dependence of the charge generated in 50 μm thick devices on beam-
monitor signal. The fit of the linear function to the measured data is shown with a
solid line.

current) dependence on bias voltage is shown in Fig. 2b. The beam
monitor pulse is much longer due to slower electronics, and the charge
𝑄𝐵𝑀 was obtained by the integration of the response in the time win-
dow of 140 ns. Although the ionization density of 𝛼 particles is much
larger than that of minimum ionizing particles or laser pulses, there is
no indication of recombination, which would show as dependence of
𝑄𝛼 on bias voltage. The amplitude of the induced current was already
close to saturation of the amplifier and the dynamic range of the
digitizing board. Therefore it was not possible to accurately measure
𝑄𝛼 at higher voltages than 20 V.

The generated charge 𝑄𝑔𝑒𝑛 in the sensor is then calculated as

𝑄𝑔𝑒𝑛 ≈
𝑄𝐼𝑅
𝑄𝛼

⋅ 106 𝑒0, (1)

where 𝑄𝐼𝑅, 𝑄𝛼 are the integrals of the induced currents over 30 ns
window and 𝑒0 is the elementary charge. The charge generated by the
laser pulse, 𝑄𝑔𝑒𝑛, can be determined from the beam monitor charge

𝐵𝑀 providing that IR laser fully illuminates the detector surface and
he optical settings (iris opening) are fixed. The relation between the
𝑔𝑒𝑛 and 𝑄𝐵𝑀 during our studies is shown in Fig. 3. The measurements
f the beam-monitor signal can be therefore used to estimate the gener-
ted charge in the PIN diode. In order to verify the above calibration, IR
aser signals in 300 μm thick p–n diode were measured and as expected
six times larger 𝑄𝐼𝑅 at the same 𝑄𝐵𝑀 was obtained.

.2. Focus search and determination of density of generated carriers

The density of generated carriers depends on the size of the laser
eam spot on the detector surface. The focus of the beam is determined
3

by the knife edge scan over the metallized part of the detector surface
(see inset of Fig. 4a). The dependence of the measured charge 𝑄 on
position can be fit with the Error function (shown in Fig. 4a) from
which the full width at half maximum (FWHM) for the beam was
extracted.

The FWHM of the beam at different positions of the optical system
with respect to the sensor’s surface is shown in Fig. 4b. The minimum
beam spot size is around 10 μm and increases to ∼ 100 μm by changing
the position of the optical system by 1 mm (z-axis, see Fig. 1). The
depth of focus of the beam is around 200 μm long hence there is little
change in beam width over the active thickness of the device. A large
penetration depth of the IR light in silicon (> 1 mm) also assures
uniform distribution of e–h pairs along the sensor depth. The measured
data were fit with the equation describing the Gaussian beam shown
with the extracted parameters in Fig. 4b.

The free carriers density 𝑛𝑒−ℎ in the beam volume can be therefore
pproximately calculated as

𝑒−ℎ ≈
𝑄𝑔𝑒𝑛

𝜋 𝑅2 𝐷𝑒0
, (2)

where 𝑅 =FWHM∕2 and 𝐷 is the thickness of the active layer. The
concentration of electron–hole pairs can therefore be changed by the
laser intensity (𝑄𝑔𝑒𝑛) or by changing the beam spot size (𝑅).

3.3. Gain measurements

The gain of the LGAD measured with infra-red light pulses was
defined as 𝐺 = 𝑄𝐼𝑅∕𝑄𝑔𝑒𝑛. The measurement of the gain dependence
on bias voltage at a fixed laser intensity, but for different 𝐹𝑊𝐻𝑀 ,
is shown in Figs. 5 for both investigated samples. Also shown are
measurements of gain with 90Sr, defined as 𝐺 = 𝑄𝑆𝑟90∕𝑄𝑃𝐼𝑁 [12].
A much lower gain than measured with laser is observed at high bias
voltages, an effect of larger ionization density.

The suppression of the gain can be better seen when the charge
normalized to charge at the largest 𝑅 (i.e. smallest density) is plotted
as a function of optical distance as shown in Figs. 6. There is no
dependence of induced charge on 𝑅 for HPK-PIN pointing on negligible
free carrier recombination. This confirms that any change of induced
charge for different 𝑅 is related to the gain mechanism.

A sizable decrease of gain can be seen at small 𝑅 for HPK-T3.2
(Fig. 6a). The decrease is larger at higher bias voltages. A much smaller
gain for HPK-T3.1 was compensated by larger 𝑄𝑔𝑒𝑛 = 77 ke so that
𝐺 ⋅ 𝑄𝑔𝑒𝑛 was similar as for HPK-T3.2 at 𝑄𝑔𝑒𝑛 = 13 ke (see Figs. 5).
However, smaller decrease of gain of only few percent with 𝑅 was
observed for HPK-T3.1 (see Fig. 6b). This shows that the reduction of
the field due to screening affects the operation at higher gain more.

Due to the limited range of the digitization board, it was not possible

to cover the whole bias voltage range for all laser settings for HPK-T3.1
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Fig. 4. (a) The example of focus determination in the investigated devices. (b) Dependence of beam width on distance of the sensors from the optical system.
Fig. 5. The dependence of gain on bias voltage for different beam spot sizes: (a) HPK-T3.2 at 𝑄𝑔𝑒𝑛 = 3.6 ke, (b) HPK-T3.1 at 𝑄𝑔𝑒𝑛 = 2.2 ke. Collected charge dependence on voltage
for different 𝑄𝑔𝑒𝑛 and minimum and maximum beam spots: (c) HPK-T3.2 and (d) HPK-T3.1. The most probable signal of a 90Sr electron is ∼ 3.4 ke.
a
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(see Fig. 5d). At the lowest laser intensity the difference appeared only
at voltages above 230 V, while at high laser intensity the gain difference
becomes apparent immediately after full depletion of the device, but
the reachable gain is limited.

3.4. Modeling of the screening

The reduction of gain is a consequence of the reduced electric field
in the presence of a large concentration of the carriers in the gain
layer. The concentration of multiplied holes increases with depth and
reaches its maximum at the end of the gain layer. On the other hand
the concentration of electrons increases and reaches the maximum at
the beginning of the gain layer. As the impact ionization in the gain
layer produces an equal number of electrons and holes the difference
in their concentration at both ends of the gain layer leads to a rise of
4

an electric field which opposes the external field due to applied bias
voltage. The doping concentration of the gain layer implant is usually
1015 − 1017 cm−3, hence the free carrier density due to a particle/laser
pulse, which are or the order < 1014 cm−3, is only a perturbance to the
space charge.

The electric field due to polarization of the gain layer (𝐸𝑖𝑛𝑡) can be
pproximated by assuming parallel plate capacitor, where the multi-
lied charge ((𝐺−1) ⋅𝑄𝑔𝑒𝑛) in the gain layer is assumed to be projected
n the electrodes

𝑖𝑛𝑡 =
𝑄𝑔𝑙

𝑥𝑔𝑙 𝐶𝑔𝑙
, 𝑄𝑔𝑙 = (𝐺 − 1) 𝑒0 𝑛𝑒−ℎ 𝑥𝑔𝑙 𝑆, 𝐶𝑔𝑙 = 𝜀𝜀0

𝑆
𝑥𝑔𝑙

, (3)

𝐸𝑖𝑛𝑡 =
𝑥𝑔𝑙 𝑒0 𝑛𝑒−ℎ (𝐺 − 1)

𝜀𝜀0
, (4)

where 𝑥𝑔𝑙 is the effective gain layer depth, not necessarily equal to
the one defined by the implantation depth, 𝑆 surface of the gain
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Fig. 6. (a) Relative change of collected charge with the beam spot size at different bias voltages for (a) HPK-PIN and HPK-T3.2 at 13 ke and (b) HPK-T3.1 at 77 ke. The collected
charge was normalized to the one measured at 𝑧 = 0 (FWHM=∼ 100 μm).
Fig. 7. Gain dependence on the concentration of the generated free carriers for (a) HPK-T3.2 sensor at 𝑄𝑔𝑒𝑛 13 ke (b) HPK-T3.1 sensor at 𝑄𝑔𝑒𝑛 = 77 ke. The dashed line is fit of
the Eq. (7) to the data.
s
layer, 𝑄𝑔𝑙 polarization charge, 𝐶𝑔𝑙 capacitance of the gain layer and
𝜀𝜀0 permittivity of Silicon. The model makes no distinction about the
design of the gain layer and all the design specifics are absorbed in the
effective 𝑥𝑔𝑙.

The model can be tested using the gain dependence on 𝑛𝑒−ℎ shown
n Figs. 7. The density of carriers was varied by beam spot width as
escribed by Eq. (2). In the simplest approximation the gain depends
n the average field in the gain layer and its thickness,

=
𝑄𝐼𝑅
𝑄𝑔𝑒𝑛

≈ e𝛼𝑛(𝐺,𝐸,𝑛𝑒−ℎ)𝑥𝑔𝑙 , (5)

where 𝛼𝑛 denotes the impact ionization coefficient at a given average
electric field in the gain layer 𝐸. The impact ionization of holes (𝛼𝑝)
is much smaller at fields in the LGADs [13] and was not considered. If
standard Chynoweth parametrization [14] is used and 𝐸𝑖𝑛𝑡 is small in
comparison with the external field given by applied bias voltage it can
be written by using Taylor series expansion as

𝛼𝑛 = 𝑎0 𝑒
− 𝐸𝑐

𝐸−𝐸𝑖𝑛𝑡 , 𝛼𝑛 ≈ 𝑎𝑜𝑒
− 𝐸𝑐

𝐸 [1 −
𝐸𝑐

𝐸2
𝐸𝑖𝑛𝑡 +⋯], (6)

where 𝐸𝑐 denotes the so called critical field and 𝑎0 is a prefactor. By
insertion of Eqs. (4) and (6) in Eq. (5) the dependence of gain on free
carrier density is obtained

𝐺 ≈ 𝐺1−𝑏 𝑛𝑒−ℎ
0 , 𝑏 =

𝐸𝑐

𝐸2

𝑥𝑔𝑙 𝑒0 (�̄� − 1)
𝜀𝜀0

. (7)

trictly, parameter 𝑏 depends on 𝐺 which complicates the solution
f Eq. (7), but in the investigated range the gain variation is much
5

maller than that of the 𝑛𝑒−ℎ, hence an average gain �̄� can be used.
The fits of Eq. (7) are shown in Figs. 7a,b for two different voltages.
The assumptions made in the model can be checked by extraction of
𝑥𝑔𝑙 from the fit parameters. If one assumes that the average field in
the gain layer is in the first approximation given by 𝑉𝑔𝑙∕𝑥𝑔𝑙 (neglecting
small correction (𝑉𝑏𝑖𝑎𝑠 − 𝑉𝑓𝑑 )∕𝐷 for 𝑉𝑏𝑖𝑎𝑠 > 𝑉𝑓𝑑) a rough estimation of
𝑥𝑔𝑙 can be extracted from 𝑏 as

𝑥𝑔𝑙 ≈
3

√

√

√

√

𝑏 𝑉 2
𝑔𝑙 𝜀𝜀0

𝐸𝑐 𝑒0 (�̄� − 1)
. (8)

Using 𝐸𝑐 = 203 V∕μm [13], and 𝑏, �̄� as determined from the measure-
ments, 𝑥𝑔𝑙 ∼ 1.85 μm for T3.2 and 𝑥𝑔𝑙 ∼ 1.2 μm for T3.1 were obtained
which roughly agree with the design values and therefore confirm the
validity of the assumptions.

The same gain can be achieved for two different bias voltages if
there is large enough difference in the density of carriers, 𝐺(𝑉𝑏𝑖𝑎𝑠,1,
𝑛𝑒−ℎ,1) = 𝐺(𝑉𝑏𝑖𝑎𝑠,2, 𝑛𝑒−ℎ,2). In such case 𝛥𝐸𝑖𝑛𝑡 due to 𝛥𝑛𝑒−ℎ (see Eq. (4)) is
compensated by the external field due to different applied bias voltage
𝛥𝑉𝑏𝑖𝑎𝑠 = 𝑉𝑏𝑖𝑎𝑠,1 − 𝑉𝑏𝑖𝑎𝑠,2,

𝑥𝑔𝑙 𝑒0 𝛥𝑛𝑒−ℎ (𝐺 − 1)
𝜀𝜀0

=
𝛥𝑉𝑏𝑖𝑎𝑠
𝐷

, 𝑉𝑏𝑖𝑎𝑠,1, 𝑉𝑏𝑖𝑎𝑠,2 > 𝑉𝑓𝑑 . (9)

The left and right side of Eq. (9) can be independently evaluated and
compared, for the gain and density of carriers indicated in Fig. 7a. At
𝐺(80V, 0.5 μm−3) = 𝐺(90V, 3 μm−3) = 32 for the HPK-T3.2. The left side
evaluates to 𝛥𝐸𝑖𝑛𝑡 = 0.22 V∕μm and the right 𝛥𝑉𝑏𝑖𝑎𝑠∕𝐷 = 0.2 V/μm,
which are in very good agreement considering the assumptions made.
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The same calculations were also done at lower laser intensity (smaller
𝑛𝑒−ℎ) and higher gain for sample HPK-T3.1 (e.g. for 𝐺(70V, 2 μm−3) =
𝐺(80V, 16 μm−3) = 6.8, 𝛥𝐸𝑖𝑛𝑡 = 0.17 V∕μm shown in Fig. 7b), all
greeing reasonably well.

. Discussion

Eq. (4) explains the properties of LGAD operation for heavily ioniz-
ng particles. Their ionization density can exceed the one from m.i.p. for
p to several orders of magnitude depending on the energy and charge.
igh ionization density therefore reduces the gain to the level where
alance between external and screening field can be maintained. This
s clearly shown in Ref. [7].

Even for minimum ionizing particles the screening of the field can
e significant with respect to low intensity laser pulse as shown for 90Sr
n Fig. 4a. The density of ionization of 90Sr (𝑛𝑒−ℎ,90Sr) can be estimated
rom the 𝐺(120 V, 𝑛𝑒−ℎ,90Sr ) = 𝐺(90 V,≈ 0) = 30; 𝑛𝑒−ℎ,90Sr ≈ 7.5 μm−3

an be thus extracted from Eq. (7). Assuming that the most probable
enerated charge is ∼ 3200 𝑒0 the required ionization radius is around
.6 μm, which is a reasonable value for low energy electrons.

The screening model can also qualitatively explain the unexpected
bservation that the gain of the LGAD for highly ionizing particles
eaches its maximum at 𝑉𝑓𝑑 and then decreases with bias voltage [6,7].
he widening of the drifting charge cloud due to diffusion effectively
educes the screening and the reduced effect of diffusion at higher bias
oltages can have a larger adverse effect than the increase of external
ias. Similar conclusions apply to the tracks crossing the detector at an
ngle, where less screening and higher gain can be achieved [8].

Eq. (7) favors a slightly shallower gain layer design i.e. small 𝑥𝑔𝑙
or highly ionizing particles (smaller 𝑏). This also explains the differ-
nce between HPK-T3.1 and HPK-T3.2 sensors observed in Figs. 5c,d
here larger dependence of gain on ionization density is observed for
PK-T3.2 at roughly the same gain.

. Conclusions

The suppression of the gain for heavily ionizing particles and min-
mum ionizing particles crossing LGADs at an angle were investigated
ith infra-red transient current technique, where laser intensity and
eam spot were used to modify the ionization density in the detector. A
lear dependence of gain on ionization density was observed. A simple
odel assuming polarization of the gain layer due to multiplication was
roposed. The model successfully explained the measurements for two
ifferent gain layer designs. Its predictions show a large decrease of
ain for heavily ionizing particles.
6
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